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1. Introduction

One of my best friends and favorite colleagues in the field of Slavic linguistics is a generativist whom I have known for over thirty years now. A few years ago I asked him what applications there might be for generative linguistics in the language classroom. His answer was: “Uh, none.” That was a real non-starter and it was clear that I needed to move the conversation quickly to another topic. For my friend, linguistic theory is something akin to a “pure” science like mathematics, and application is unnecessary to justify its existence. Indeed, even the suggestion that one might undertake such applications was apparently insulting.


There is a general tendency to overlook and underestimate the value of application in linguistics, and this tendency is supported by the hiring, tenure and promotion processes at universities, as well as by the reviewing and ranking of scholarly publications. I do not mean to imply that there is anything wrong with these structures, but they do have an effect on the relative prestige attached to achievements in theory in comparison with those in application. Nor do I wish to imply that either theory or application should be considered superior, one over the other. The intent is instead to show that theory and application can inform each other in a cyclic way as suggested by the title of this article.


This article begins with a brief philosophical discussion on the roles of theory and application in linguistics in general and in cognitive linguistics in particular (section 2). Taking language pedagogy as an example of a domain where applications can be developed (cf. de Knop & de Rycker 2008), I describe the cycle of how theoretical endeavors are translated into language teaching materials, which then provoke further theoretical inquiry (section 3). I have gone through this cycle three times thus far (section 4), and can provide concrete examples of theoretical and pedagogical contributions relevant to case meaning (section 4.1), aspect meaning (section 4.2), and aspectual clusters of verbs (section 4.3). I conclude (section 5) that the development of pedagogical applications can reveal further research opportunities, thus enhancing one’s scholarly profile. Many of the pedagogical applications are available online via links from my homepage (http://hum.uit.no/lajanda/); these are noted as follows: (OL).

2. What is the Role of Linguistics?

This is a question I have often posed to both myself and colleagues. In terms of theory and application, we might suggest that there are two answers, but it is important to keep in mind that these two answers are not mutually exclusive. The first answer is that linguistics is a theoretical enterprise and this justifies the pursuit of science for science’s sake. There is nothing wrong with this. Indeed, if we did not have visionary theorists, we would not have our science at all. So science for science’s sake is important.


The other answer is that linguistics can contribute to applications that are valuable for people other than linguists. Some of these applications might include teaching materials and language resources, computer technologies for dealing with real-language interfaces, primary research on documenting languages and dialects, and consulting on programs to revitalize smaller languages and get them needed political protections.


Cognitive linguistics has a tradition of being accountable to other disciplines, like psychology, neurobiology, etc. It seems logical that this tradition of accountability should extend also to society by making our theoretical achievements accessible in applications that are useful to others. Fortunately results achieved in cognitive linguistics can be transferred fairly easily to applications without requiring users to master a theoretical linguistic artifice because cognitive linguistics does not make any assumptions beyond those necessary and common to all cognition.


In this article I focus on applications that can be used in the language classroom. All language learners have bodies, and they can use their embodied physical experience to make sense of the metaphors that underlie the grammars of foreign languages. Cognitive linguistics is utterly transparent in these applications, which do not require learners to have any linguistic expertise in order to access state-of-the-art analyses of linguistic subsystems of Slavic languages.


I have often been warned that “real” linguists do not write language textbooks, presumably because such activity would detract from their scholarly output and the results would not be comprehensible to the average layman. The aim of this article is to demonstrate that cognitive linguists can make contributions to language pedagogy while boosting their scholarly production at the same time.

3. How Theory Can Inspire Application and Application Can Inspire Theory

This section contrasts the goals and audiences of theoretical contributions which are typically tightly focused, offering a narrow scope perspective on phenomena, with the goals and audiences of language teaching applications, which cover entire subsystems of languages and thus offer a broad scope perspective on phenomena. These two approaches can be complementary and mutually supportive. The narrow scope approach can make it possible to pinpoint a problem and work out a model, which can then be extended into a broader approach. The very process of extension inevitably uncovers some previously unnoticed wrinkles in the model, leading to more narrow scope investigations.


Our scholarly publications tend to offer narrowly specified theoretical contributions aimed at a relatively small group of colleagues. This is partly due to the nature of science: linguistic research is hard to do, and the horizons of our knowledge are gradually pushed forward in tiny increments. It is also partly due to the peer-review process, which makes it easier to get narrow contributions published, and disadvantages broader works. A work that takes on a broader issue constitutes a bigger target for anonymous peer reviewers, and this problem is compounded if a scholar wants to suggest a truly original analysis of a broader issue, bringing into question traditional assumptions that most peer-reviewers are heavily invested in. It is thus often narrower works that receive the prestige of publication in scholarly journals. A consequence is that there is often less prestige and less recognition by our universities attached to broader applications.


The audience of broader pedagogical applications is a potentially unlimited population of learners, whose goals include passing an exam at the end of the semester or learning to speak a language well. Learners are typically interested in macroscopic issues. They do not want part of an answer. They want an explanation that will apply as broadly and exhaustively as possible. The advantage is that they can force us as scholars to take a comprehensive look at a phenomenon and connect all the dots of a given system, often giving us new perspectives on language phenomena.


As I have experienced it, the interaction between theory and application can be cyclic. Usually I start with a narrowly focused theoretical model developed on the basis of a limited dataset. This makes it possible for me to pinpoint a problem without excess “noise” and figure out what the relevant parameters are and how they interact. Once I understand the mechanics and have a model, I can extend it to account for an entire subsystem of a language and take it into the “noisy” environment of the language classroom. Thus a narrowly focused theoretical model is translated into a broadly focused pedagogical application. Usually the nice tidy solution suggested by a linguistic model turns out to need some readjustment when it is stretched to cover the needs of the learner, and these readjustments are opportunities for new research. The new patterns and issues revealed in this process thus inspire more narrowly focused research. Occasionally, this process also leads in the direction of a more philosophical discussion of linguistics (Janda 2008a).


I find that the end product of this cycle tends to open up entirely new directions that send me back through the cycle again with a new topic. As detailed below in section 4, work on the first set of issues (case meaning) actually led to work on aspect meaning, which then led to work on aspectual clusters, so in a sense the process can be understood as a spiral.

4. Case Studies of How Theory and Application Inform Each Other

This section presents three examples of cycles I have experienced in my work. In each example, I began with a theoretical investigation which led to a model designed to account for specific data. I was then tempted to try my model out in the classroom, and this led to the creation of pedagogical materials with a broader scope. However, in the course of creating pedagogical materials to account for entire subsystems in the grammars of Slavic languages, I discovered new patterns and phenomena that I might not have noticed otherwise. These discoveries launched further, more theory-oriented research.


The pedagogical materials include interactive components, using sophisticated programming, graphics, and audio, and all of them are available in part or in their entirety over the Internet. These materials required teamwork to produce and have been supported by various grants; funding sources and collaborators are listed under Works Cited, Part 2.

4.1. Case Meaning

With the exceptions of Macedonian and Bulgarian, which retain only vestiges of a case system restricted to pronouns, in the remaining Slavic languages all noun phrases are case marked, in a system with six or seven cases: Nominative, Accusative, Dative, Genitive, Locative, Instrumental, and in some languages also Vocative. Case use, when explained at all in traditional grammars and textbooks, is usually described by listing typical syntactic roles, prepositions, and verbs associated with given cases. This information is atomistic and unsatisfactory for both linguistic description and language pedagogy.


The research agenda described in this section was inspired by my own frustrations as a learner of Slavic languages. Often even though I knew all the words in a sentence and could parse it accurately, I still did not know what the sentence meant because my textbooks had told me about only a small portion of the uses of case. Later on, when I was able to consult academy grammars and linguistic publications I discovered that though they provided more detail, they lacked coherence.

4.1.1. Primary Research on Case Meaning

The initial goal of my theoretical research was to work out the relationships between the various submeanings in each grammatical case. From the perspective of cognitive linguistics, it was apparent that the grammatical cases were examples of polysemy, because each case had multiple meanings. As a cognitivist, I was then inspired to look for the prototypical meanings that motivated each case. I could further assume that the prototypical meanings were grounded in concrete physical experiences that served as the source domain for extensions to abstract metaphorical meanings, and that all of the meanings of any given case were related to each other in a radial category.


Here is an example to illustrate the kind of problems I was faced with as both a language learner and a linguist. The Genitive case in Russian presents at least eighteen submeanings governed by a rather baffling array of constructions, involving over one hundred prepositions, a couple dozen verbs, and a wide variety of quantifiers. But when viewed from the perspective of a radial category, it is easier to see clear well-motivated patterns. One of the core prototypical meanings of the Genitive involves ‘withdrawal from’, most often associated with prepositions, as in this example: 

(1)
Doč’ prišla iz školy.

[Daughter-N came from school-G]

‘My daughter has come from school.’

This meaning of physical withdrawal serves as the source domain for other, metaphorical, types of withdrawal, thus explaining the association of verbs like bojat’sja ‘be afraid’ and stydit’sja ‘be ashamed’ with the Genitive case, as in this example:

(2)
Doč’ bojalas’/stydilas’ bednosti. 

[Daughter-N feared/was ashamed poverty-G]

‘My daughter was afraid/ashamed of poverty.’

Similar explanations can be found throughout the landscape of Slavic case.


The research agenda on case meaning unfolded gradually, tackling one case at a time and building up the theoretical model over the course of twelve years. It began with some peculiar uses of the Dative case in Czech that are grammatically superfluous (not governed, but optional) and are used to assert authority or solidarity. These uses were explained in terms of a mapping of meaning into the pragmatic domain (Janda 1988). A larger study (Janda 1993) compared the full extent of two cases, the Dative and the Instrumental, in Czech and Russian. It was several more years before I managed to make sense of the Genitive (Janda 1999) and the Accusative (Janda 2000).

4.1.2. Pedagogical Applications for Case Meaning

I never actually finished the entire case system in developing the theoretical model, since I did not cover the Nominative and the Locative. But I had to make up for that deficiency when Steven Clancy and I took up the creation of pedagogical materials, which were complete descriptions of the case systems for Russian (Janda and Clancy 2002) and Czech (Janda and Clancy 2006), with a third book in the series devoted to Polish soon to be completed. The case system is also featured in a reference grammar of Czech (Janda and Townsend 2000). Scholars continue to cite my 1993 book on the dative and instrumental, overlooking the case books, where the analysis is more complete and mature. No doubt this is due to the fact that most people are not looking for theoretical contributions in pedagogical works.


Though cognitive linguistics is the basis for all these applications, it is never mentioned by name, and indeed, we specifically avoid any unnecessary linguistic terminology in the case books, restricting ourselves only to words like: noun, preposition, verb. These books prove that it is possible to translate a complex linguistic analysis into straightforward, useful language teaching materials without compromising on detail or depth. Sample chapters of the case books available online (OL) illustrate the manner of presentation, though they lack the interactive features of the full packages (which provide audio for all examples, with choice of male or female voice, plus instant navigation between indexes, table of contents, and text, making it possible to click and link to any meaning or use with any preposition, verb, etc.). The full menus of exercises can be accessed online (OL). All of the examples in the texts and exercises represent real language data, collected from various corpora, not sanitized textbook examples. Also, these materials are designed to cover all meanings of case in the given languages, which means that hundreds of examples are used, in both text and interactive exercises. A learner who has worked through these materials can expect to fully master the meanings of the cases, mimicking the proficiency of a native speaker, who can interpret and use case meaning even in novel situations.


One advantage of writing material for non-linguists is that one’s audience is potentially unlimited, and this can lead to unexpected uses for such applications. Recently, for example, I was informed that The Case Book for Czech (Janda and Clancy 2006) is being used at Charles University in Prague to teach Czech to hearing-impaired students. For speakers of Czech Sign Language, the case system of Czech is just as foreign and mysterious as it is for speakers of non-Slavic languages, and colleagues in Prague have long been struggling to find a way to help their deaf students over this barrier to achieving literacy in Czech. The system of connected meanings grounded in physical experiences shared by all human beings, whether deaf or hearing, is accessible to these students. Thus The Case Book for Czech is now being used to teach Czech in the Czech Republic too.

4.1.3. Further Research on Case Meaning Inspired by Applications

Work on the Case Books inspired multiple new theoretical inquiries. Within a given Slavic language there are often border zones in the case system where a nearly synonymous idea can be expressed by more than one case. These instances of case competition made for some fine-tuned analyses (Janda 2002a, 2002c, 2004b, 2004c). Furthermore, there are significant differences in the use of the “same” cases across the various Slavic languages. This led me to undertake some syntactic dialect geography, which yielded results mostly parallel to dialect geography of Slavic in terms of phonology (Janda 2002b, 2002e). Furthermore, when I looked at what kinds of cross-linguistic differences in case marking there were within Slavic, I noticed that the domain that showed largest differences was that of time. The time domain alone accounts for nearly a third of all variation in case marking among Slavic languages (Janda 2002d, 2002f). Expressions of time were and continue to be a fascination, and this carried over into the later investigations of aspect, which are the topic of the remaining two case studies. I was not the only one to be fascinated by comparing case usage across Slavic languages – my case book co-author, Steven Clancy, has undertaken a more sophisticated comparison supported by multi-dimensional scale modeling (Clancy 2006).


Case meaning continues to offer me new opportunities. Goldberg’s Constructions (1995) and Constructions at Work (2006) gave me the idea of piecing together a comprehensive construction grammar for a case language. A first draft accounts for the range of transitivity constructions facilitated by case usage in Russian, presenting them as a radial category of constructions (Janda 2008c). This approach has been further extended in two different directions, both involving case use and construal.


A striking feature of Russian as opposed to English is the use of the Dative case in impersonal expressions to express ideas that would occasion a personal construction in English. In other words, whereas in English we would say I was cold, I was having a hard time, I had to leave, in Russian the equivalent expressions are Mne bylo xolodno, mne bylo trudno, mne prišlos’ ujti. All of the Russian expressions begin with a Dative first person singular pronoun, and their literal meanings are ‘to me it was cold, to me it was difficult, to me it arrived/was necessary to go’. This tendency to avoid expression of agency in Russian has its roots in the meanings of the Dative case and the relationship of the Dative to other cases in closely related constructions. This is an issue that I have pursued together with Dagmar Divjak (Divjak and Janda 2008).


Wierzbicka (1999) and Kövecses (2001) both claim that the metaphorical understanding of given emotions are language-specific, though the strategies may be universal. Russian has six terms typically translated as ‘sadness’: grust’, pečal’, toska, unynie, melanxolija, xandra. Together with Valery Solovyev, I have analyzed the relative corpus frequencies of the case constructions that these nouns appear in (Janda and Solovyev 2009). This type of analysis makes it possible to make precise distinctions among the six synonyms, and also to examine what types of metaphors are used to understand the various types of ‘sadness’, revealing that only a portion of the phenomena are explainable via extension from the container source domain.


Overall, case meaning is a treasure trove that I am still mining out. Creating pedagogical materials forced me to undertake a comprehensive description of case systems, but these in turn have yielded a wealth of ideas that I might never have had otherwise, because I might not have seen the patterns if I was not forced to connect all the dots.

4.2. Aspect Meaning

In the Slavic languages, a given verb, throughout its paradigm, is either Perfective or Imperfective, regardless of whatever other categories it might express. Like case meaning, aspect use was traditionally described in terms of long lists of uses, many of which appeared contradictory and unmotivated. 

4.2.1. Primary Research on Aspect Meaning

Because I am a cognitive linguist, I suspected that there must be a metaphor motivating Slavic aspect, and that there must be an orderly polysemy behind the apparently chaotic inventories of usage. I went in search of a source domain that would account for the observed phenomena in a coherent way, and discovered that physical matter served this purpose (Janda 2004a). Physical matter, understood as a distinction between hard, solid objects vs. fluid substances, is a rich source domain because human beings have many experiences relating to this distinction, and these experiences are isomorphic to the distinctions in the Slavic aspect system. Perfective events are understood as metaphorical discrete solid objects, which have clear boundaries and are unique and countable, as opposed to Imperfective events which are understood as metaphorical fluid substances and therefore lack inherent boundaries and shapes, and are neither unique nor countable, but can be spread about. Furthermore, many of the seeming contradictions in use of aspect can be cleared up when we realize that this metaphor is applied at three different levels, and that subsequent levels can trump prior ones. At the first level the metaphor applies to the inherent structure of events. At the discourse level, the metaphor applies to how events interact, which can motivate a different construal. And lastly at the pragmatic level this metaphor invokes differences in satisfaction, comfort, and danger associated with physical objects, again motivating construals that can concur with or override those at the event and discourse level.


Here is an illustration of how the rich domain of embodied experience we all have with matter motivates Russian aspect. First let’s take a discrete solid object like an apple. It has a shape, it has edges, it has a distinct identity (no other apple can also be this apple, making this one unique), and I cannot put two apples into the exact same location – the best I can do is to set one next to the other one. These are just a few of the things that we know about discrete solid objects thanks to our embodied experience. Like an apple, a Perfective event has a definite shape, which means that we know that it had a discrete beginning and/or end, that we are talking about a single, unique event, and when I have more than one such event (discourse level), the normal interpretation is that they are not at the same temporal location, but next to each other, and therefore sequenced. Here is a sentence with two Perfective events, each of which has clear boundaries and is unique.

(3) 
Oleg sel v mašinu i poexal v restoran.

‘Oleg got into the car and drove to the restaurant.’

The normal interpretation of this sentence is as a sequence.

This experience of discrete solid objects motivating Perfective aspect can be contrasted with that of substances motivating Imperfective events. A fluid substance like sand has no inherent shape or boundaries and cannot be counted unless it is put in buckets. Furthermore sand is just sand, without unique identity, and it can be spread around. If there are two piles of sand, they can be blended together in the same place. Like sand, an Imperfective event is not understood to have a clear beginning or end, it does not have to be unique, and if there are two such events, they can easily occupy the same temporal location, making them simultaneous. Here is a sentence with two Imperfective events, neither of which tell us anything about temporal boundaries or uniqueness, and which are understood to be simultaneous.

(4)
Oleg nosil galstuk i ezdil na sportivnoj mašine.

‘Oleg wore a tie and drove a sportscar.’

Note that example (4) has the same syntactic structure as example (3), the only difference being that the two past tense verbs joined by the conjunction in (3) are Perfective, whereas the verbs in (4) are Imperfective. These examples illustrate just a few of the meanings of Perfective and Imperfective that are isomorphic to parameters of physical matter; a fuller inventory can be found in Janda 2004a.

4.2.2. Pedagogical Applications for Aspect Meaning

In order to make the metaphorical model of Russian aspect accessible to teachers and learners of Russian I wrote an article for pedagogues (Janda 2003), and I got funding from the National Science Foundation to create an interactive media module (OL; note that starred items are under construction, completed items are the Introduction and, under Chapter 2, Module 1, sections headed “shape” and “convertibility”). The Aspect in Russian media module combines text, audio, graphics, and animations to show users the relevant parameters of physical matter and how they correspond to the behaviors of Perfective and Imperfective verbs. Users can conduct virtual experiments on solid objects and fluid substances and compare the results with the uses of aspect in Russian. Key concepts can be reviewed, various interactive activities exercise the concepts, and all of the materials are illustrated with authentic natural language examples, with options to view translations and a choice of native speakers (male and female) offering models for pronunciation. The site encourages users to search the internet for further examples for analysis. The Aspect in Russian media module has been integrated into the Russian language curriculum at over two dozen institutions across the US and Europe.

4.2.3. Further Research on Aspect Meaning Inspired by Applications

As we saw with case meaning, work on a comprehensive pedagogical presentation of the model led me back to basic research and ultimately led me to start a new cycle too. Among the new things I worked on was an outline of how the matter metaphor differs in its extension across Slavic (Janda 2006). I also noticed that verbs showed various behaviors in terms of morphological derivation of Perfectives from Imperfectives and vice-versa, and this initiated the idea of aspectual clusters. Furthermore, I began to realize that some similar metaphors were at work in determining what kinds of aspectual relations there were between verbs within a cluster (Janda 2008b). Thus my next move was to explore aspectual relationships among verbs built from the same lexical item, what I call clusters.

4.3. Aspectual Clusters of Verbs

Traditionally it has been assumed in Slavic that the relationship between Perfective and Imperfective verbs built from the same lexical item was that of an aspectual “pair” containing a single Imperfective verb and its Perfective aspectual partner. The process of collecting data and illustrative examples for the metaphorical model of aspect gave me the insight that there could be an alternative to the pair model, a model that would comport better with the messy reality of aspectual relationships among Russian verbs. This is how the cluster model came into being.


Given that there are aspectual relationships between Perfective and Imperfective verbs, there is no necessity to assume that they are paired in a one-to-one relationship. Other relationships, namely one-to-many relationships, could also account for the phenomena traditionally described as pairs, and I found that Russian actually has different types of Perfectives. My proposal is that aspectual “pairs” represent only a portion of a system where an Imperfective verb can be related to a number of Perfectives.

4.3.1. Primary Research on Aspectual Clusters

I first worked out the cluster model by taking a multiply stratified sample of the morphological types of Russian verbs. This means that I included all verbs from all non-productive classes, plus samples of productive classes. In other words, I used linguistic criteria to build this database, in order to assure that I had accounted for all morphological types of verbs. This meant that all paradigm types were included regardless of their type frequency. My database contains 283 clusters and approximately 2,000 verbs. Research on this database made it possible to discover the four types of Perfectives and the implicational hierarchy that determines how these elements can be combined in aspectual clusters of Russian verbs (Janda 2007).


It is possible to distinguish four types of Perfectives in Russian. There is a Natural Perfective which describes the culmination of a completable activity, and it is usually this Perfective that is considered the aspectual partner in the pair model. So Russian has two verbs for ‘write’: one, pisat’, is Imperfective and describes the activity, and one, napisat’, that describes the completion of a document. In addition, there are Specialized Perfectives that give a specific path and goal to the action, and thus provide enough new lexical information to motivate the derivation of secondary imperfectives. Adding a prefix to pisat’ ‘write’ gives a Specialized Perfective such as perepisat’ ‘rewrite’ which can furthermore be suffixed to give a secondary Imperfective, perepisyvat’ with the same meaning used to describe a process or repeated action. There are also Complex Act Perfectives which take an atelic action and give it temporal boundaries, usually expressing action that lasts a certain time or begins or ends, in all cases without result. An example of a Complex Act Perfective is popisat’, ‘write for a while without result’. Finally, with some verbs it is possible to form a Single Act Perfective which removes a single cycle from a repeated atelic action, such as čixat’ ‘sneeze’, which has a Single Act Perfective čixnut’ used to describe a single sneeze.


An aspectual cluster can contain zero, one, two, three or all four types of Perfectives, but there are strict constraints on what combinations are possible. In fact most theoretically possible combinations are not attested, and those that are attested follow an implicational hierarchy, described in detail in Janda 2007.


The cluster model offers several advantages over the traditional pair model. Firstly, the cluster model accounts for more aspectual relations among verbs, giving a more accurate picture of the aspectual system in Russian. Secondly, the pair model is often used to incorrectly identify Complex Act and Single Act Perfectives as the Perfective “partners” of Imperfective verbs, especially in clusters that lack Natural Perfectives.

4.3.2. Pedagogical Applications for Aspectual Clusters

The pair model is just as inadequate in language teaching as it is as a linguistic model. To remedy this situation, John Korba and I built a second database with the aim of providing a resource for instructors and learners. This database contains the 266 clusters of the verbs listed in the vocabularies for a first-year and a second-year textbook of Russian. This pedagogical database was designed to represent high-frequency verbs most useful for learners, regardless of morphological class (i.e., token frequency). There was some overlap in the linguistic and pedagogical databases and the databases were approximately the same size. The results of the pedagogical project were much more interesting than I had anticipated. On the one hand, the cluster model was perfectly confirmed by the pedagogical database. The pedagogical database showed the same four types of Perfectives, and the same implicational hierarchy, giving the same range of possible cluster structures. However the distribution of the cluster types was not identical in the two databases. Figure 1 compares the frequencies of the four most important cluster structures in the two databases. 
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Figure 1

Whereas the linguistic database gave an order of cluster structures that seems rather arbitrary (A+NP+SP+CA then A+NP+SP then A+NP+SP+CA+SA, then A+NP), the pedagogical database gives an order that directly follows the implicational hierarchy, namely A+NP then A+NP+SP then A+NP+SP+CA, then A+NP+SP+CA+SA. This means that high-frequency verbs showed that the implicational hierarchy was more than just a predictor of possible structures in the system, but also a predictor of how frequent they were. This discovery has a valuable pedagogical implication, since given this distribution it makes sense to teach students the implicational hierarchy, so that they can predict cluster structures and variants. On the basis of this discovery, we composed an article offering suggested instructional strategies and exercises (Janda and Korba 2008). We also published to a website the pedagogical database (OL), which makes it possible for instructors and learners to look up the aspectual clusters of given verbs or to find groupings of verbs according to cluster structure.

4.3.3. Further Research on Aspectual Clusters Inspired by Applications

Several further projects have been inspired by the work done on pedagogical applications of the cluster model. These projects involve groups of verbs traditionally considered to be aspectually anomalous and the so-called “empty” prefixes.


There are two types of verbs that are often considered to be aspectually anomalous, the first are the motion verbs, and the second are the bi-aspectual verbs. The motion verbs make an additional distinction within Imperfective between travel to a destination and other kinds of motion, and are notoriously hard to learn. Work on the pedagogical database confirmed that the motion verbs are not anomalous, but actually prototypical, for they serve as the metaphorical motivation for the types of Perfectives that can be formed (Janda 2008b). All completable (telic) verbs are understood as metaphorical directed motion verbs, where an activity is leading to a result, and all non-completable (atelic) verbs are understood as metaphorical non-directed motion verbs, where activity is not leading to a result. Furthermore, motion verbs display the maximal cluster structure; all other cluster structures can be arrived at by removing types of Perfectives from the structure associated with motion verbs.


The biaspectual verbs use only one form to express both aspects (always disambiguated by context). These verbs were considered anomalous because they violated the one-to-one correspondence expectations of the aspectual pair model. However, within the cluster model we find many form-meaning correspondences other than one-to-one within aspectual clusters, and indeed the biaspectual verbs are not so unusual after all (Janda forthcoming). The cluster model also made a prediction about the cluster structures that would be possible for bi-aspectual verbs, namely that bi-aspectual verbs should be negatively correlated with the formation of Complex Act Perfectives, a prediction that was confirmed in an empirical study (Janda 2007b).


It has been traditionally assumed that the prefixes used to form Natural Perfectives are semantically “empty”. There are numerous theoretical problems with the notion of the “empty” prefix, among them the fact that there are over a dozen such “empty” prefixes, so why would Russian need different ones for different verbs, and also the fact that the same prefixes can be used to form the other kinds of Perfectives, in which instances (especially in the case of Specialized Perfectives) it is clear that they have semantic content, so why would the prefixes be sometimes empty and sometimes not? In a future project I hope to prove that what we have is conceptual overlap, not semantic emptiness. The cluster model offers a principled way to distinguish among the various types of Perfectives, and there may be a correlation between cluster structure, verb semantics, and prefixal semantics.

5. Conclusions

The bibliography usually plays only a supporting role in an article, but I would like to use it to make a point. The bibliography that follows has been arranged under several subheadings: Primary Research, Applications, Research Inspired by Applications, and Other Works Cited. Comparison of the volume of output shows that the bulk of publications came in round three, the Research Inspired by Applications, when the wealth of both the primary research and the applications provided a knowledge base to build upon. When I look at this distribution, I realize that building applications for instructors and learners is not just something I did to be altruistic. It turns out that the resources that I created for others also forced me to take a comprehensive, big-picture look at phenomena, and that has brought very tangible benefits to my own research agenda.
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